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Abstract

We proposed our approach MCF-PA, which is based on
Min-Cost network Flow (MCF)[14] optimization in an of-
fline Multiple Objects Tracking (MOT) manner, together
with a trajectory-level post association. We mainly follow
the tracking-by-detection paradigm, by using a two-step as-
sociation strategy on the provided detection and segmenta-
tion results. First, a classical network flow formulation of
MOT is used with our designed cost functions. To deal with
the detection failures due to occlusions and clutter, we train
a regressor based on provided detection confidence scores
to get a better estimation of the target existence. Then a
pairwise classifier based on GBDT is trained to obtain the
transition costs for MCF association, where multiple fac-
tors are taken into account, including time gap, appearance
feature, bounding box IOU, box size and position. Noted
that the appearance feature is fine-tuned on the Kitti[4] and
MOTS[12] training data. In the second step, we propose to
reason over the entire set of trajectories globally and gen-
erate final tracks by a post association step. All proposed
tracklets from MCF step are clustered hierarchically based
on appearance features, to be further connected to form
longer trajectories. A SOT tracker with discriminative score
is employed here to tackle challenges like occlusions, out-
of-view, etc. We show a significant improvement over the
benchmark in both sMOTSA and IDF1 on Kitti and MOTS
benchmarks, and finally rank 2nd on Track 3 competition.

1. Introduction
With the tremendous progress in object detection com-

munity, nowadays multiple-objects-tracking (MOT) tech-
niques are mainly focused on the tracking-by-detection
strategy, i.e. the major task is to associate or connect
detected bounding boxes from different frames to form
trajectories. Based on the setup, there are two different
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Figure 1. Pipeline of graph construction

paradigms[3]: 1) online tracking where the current frame
detections are immediately associated to historic trajecto-
ries or detections without looking at the future frames. 2)
offline tracking where the frames are processed in a batch
or even with the whole video sequence, and the decision of
association is delayed until more frames are available. In-
tuitively, offline tracking methods would achieve better per-
formance as it utilizes information both from the past and
in the future, and we will focus on offline tracking in this
paper.

In offline tracking, with all detection results from multi-
ple frames, it is natural to build a graph structure on top of
them, with each node representing a detection box and the
edges representing their potential connection/association.
Figure 1 demonstrates a typical graph structure for mod-
eling data association step with a batch of detection re-
sults. As a well-formulated optimization approach, Min-
Cost network Flow[14] has been widely used in offline
tracking problem to solve the best matching between de-
tections based on such a graph structure.

However, we find that MCF still suffers from a few draw-



backs while we analyze the produced trajectories. We then
introduce a Post-Association module, inspired by SQE[6],
by using a self-evaluation view for trajectory analysis. We
estimate the distribution of appearance features of each tra-
jectory, to get a better idea about its consistency, and further
identify the ones that could be improved. Finally the trajec-
tories are fixed by adopting a Single-Object-Tracking model
as its response score.

2. The MCF-PA pipeline
We first briefly revisit MCF algorithm used in MOT, and

discuss several drawbacks that would limit its performance.
Then we come up with a simple method called trajectory
fix for post association (PA).

2.1. Min-Cost network Flow

We adopt a tracking-by-detection framework where de-
tections are given and the data association step is performed
by MCF algorithm in an offline manner. Trajectory manage-
ment is inherent in the optimization phase: both initializa-
tion and termination are represented as Enter/Exit edges
and counts cost for the loss function, and linking boxes is
determined by the observation edges and transition edges
where our regressor and classifier show off their power.

We follow the traditional formulation of multi-object
tracking as the min-cost flow optimization problem. Given
a video with multiple targets, our goal is to track K mov-
ing targets in a “detect and track” manner. The inputs con-
tain a set of candidate object detections provided by de-
tectors. A measure of correspondence between detections
are required. The tracking problem is thus formulated as
a joint optimization problem of simultaneously selecting
detections and connections between targets, which can be
modeled by a Maximum a Posteriori estimation (MAP) ob-
jective. The MAP optimization can be cast with specific
constraints encoding the network structure of the tracks.
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K tracks using the binary indicator xi ∈ {0, 1}, which is 1
when the detection i is selected in some track. xij ∈ {0, 1}
is a binary variable, which is 1 when detection i and j are
connected as the same track. The index i ranges over all
possible detections. ci denotes the observation cost of se-
lecting detection i, which represents the negative detection
confidence. cij represents the negative of the correspon-
dence strength between detections i and j. The set of possi-
ble connections between detections is represented by E and
could be a subset of all pairs of detections.

Structure of a flow conservation is encoded by the con-
straints that xij can take the value 1 only if both xi and xj

is 1 with each detection belongs to at most one tracks and
exactly K tracks are selected. This optimization problem
with relaxed integer constraint can be solved efficiently us-
ing existing min-cost network flow algorithm.

2.2. Trajectory fix as post association

Directly optimizing MCF is challenging, thus some
trade-offs have to be made. For example, it is usually
time-consuming to optimize for a whole video with a large
amount of objects, so some work like muSSP[13] tried
to alleviate this problem by re-formulating the optimiza-
tion problem. But in practice, most still optimize over a
window-size (e.g.20) batch of frames instead of the whole
sequence, leading to a sub-optimal solution. Additionally,
as we showed before, the affinity score is calculated with
box-level similarity which can easily make trajectory bro-
ken during occlusion, and LMP[11] adds lifted multi-cut
edges on graph to capture long-range appearance changes
but also greatly increases computation time.

Instead, we use a simple but effective approach for com-
pensation of MCF. After tracklets are generated, we analyze
trajectory-level information such as appearance feature to
re-link short trajectories and also split mis-connected tra-
jectory. It should be noticed that, if we use this module
specifically after MCF, we can tune it by using a more ag-
gressive threshold for linking boxes inside graph to produce
more fragmented trajectories. Thus we only need the re-
linking function of our PA module. This would reduce false
positives.

The re-linking function is implemented in a simple way.
We use a SOTA single object tracking (SOT) method called
SPM tracker for dealing with discrimination. This tracker
gives us a better response score when occlusions happen
compared with the ReID model and any other SOT ap-
proaches. Concretely, a reference trajectory (Ref Traj),
generated by loose ReID similarity with no time overlaps,
is for querying from a candidate trajectories set. Nearly 5
boxes would be randomly selected from a Ref Traj and sent
to SPM as templates. The tracker then generates 5 response
scores for every box from candidate. We simply average
among those response scores from 5 templates on a whole
trajectory as the final affinity score. Threshold larger than
0.7 can be linked. After that, we get a final set for linking
those reference and candidate trajectories. Since there could
be one trajectory simultaneously selected by two Ref Traj.
An optimal matching problem like Hungarian algorithm can
be also applied to link final results.

3. Experiments
Our main focus is the association step, which is the

mainly developed issue in the MOT community. As for de-
tections, we simply tested the given detections and masks
are sufficient enough for usage. Thus for all three tracks,



Method sMOTSA IDF1 MT TP FP FN Recall Precision IDS Frag
ReMOTS 69.9 75.0 248 28270 819 3999 87.6 97.2 388 621

PTPM 68.8 68.5 244 28108 1084 4161 87.1 96.3 368 560
PT 66.8 67.3 234 27215 1059 5054 84.3 96.3 370 629

MCFPA 66.2 76.4 235 26516 849 5753 82.2 96.9 216 449
Lif TS 65.3 75.2 216 26143 879 6126 81.0 96.7 149 457

IA-MOT 64.1 65.7 218 27069 1003 5200 83.9 96.4 1054 1341
USN 63.7 62.8 226 26430 1038 5839 81.9 96.2 764 1015

GMPHD SAF 61.8 64.3 214 477 819 3999 76.5 98.1 524 770
TrackR-CNN 40.6 42.4 127 19628 1261 12641 60.8 94.0 567 868

Table 1. Track 1: MOTS challenge.

we use the pre-computed detections and masks as our input
of the association module.

During the association step, we train three models in
MCF: 1) A logistic regression model is for judging the ex-
istence of a box with classification score of detector. The
given score of a box is just the classification score of which
class it belongs to, which is not enough for judging exis-
tence or confidence of a box. It would be better if an IoU
score is provided. 2) A GBDT model outputs the affinity
score for two boxes. As we stated, features used for GBDT
are appearance, box Iou, mask IoU, box size, time differ-
ence. 3) Here, a ReID model for modeling the appearance
serving as one feature for GBDT. With 4-fold cross valida-
tion training the first two models on 4 MOTS sequences, we
can reach 66.1% sMOTSA on MOTS training sequences
with public detections given by Track 3. The ReID model
is built with ResNet-50[5] as backbone by using strong op-
timizing tools [2, 9, 7, 8, 1]. For the pedestrian ReID model,
The model is first trained on public available ReID datasets
and then fine-tuned on MOT17[10] and Kitti. For MOT,
we half split the 7 training set for training and validation
to avoid over-fitting. As for Kitti, the training and valida-
tion set are already provided. As for the car ReID model,
we didn’t fine-tune on Kitti, which made the result a little
worse on Kitti car leaderboard.

Several simple but effective experiments show that our
MCF could already reach top-level tracking results. And
with PA module, about 40% to 60% improvement on ID
switch could be got on MOTS. We also demonstrate our PA
module on MOT17 dataset. For easily explain our results
of PA module, the experiment is down on MOT17 training
set. Noted that there’s no training on this dataset for PA
module, thus the results are compelling. We use MCF as
the first step, and got 71.2% IDF1. Then we apply PA for
trajectory fix, about 11.3% absolute improvement is got.

Some results also show our approach is the top-level
one especially for ID-level preservation: we ranked the best
IDF1 score and Frag rate, 2nd best for ID switches on the
MOTS challenge, as shown in Table 1. For Kitti, see 2
and 3, with no other input messages such as LiDAR and

GPS, we also get a good result. Table 4 shows the result
of tracking-only challenge, which proves that with good de-
tections, MCF-PA can archive a good performance. Due to
the limited space, we just summarize parts of trackers. For
whole leaderboard of this competition, please ref to the of-
ficial MOTS website.

4. Conclusion
We demonstrate that MCF is still the SOTA tracking

method with careful training. It should be noticed that the
PA module is not only suitable for MCF but for all track-
ing methods. With this module, we can set MCF with a
more aggressive parameter to start a new trajectory, instead
of linking boxes thus can make less mistakes on false pos-
itives. PA module can relink those broken trajectories with
trajectory-level analysis which compensate with the box-
level matching in MCF and further directly improves the
performance. It is a good plugin for MOT.
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