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Fig. 4. Qualitative results on the Cityscapes validation set for Deeplab-v2 [3] (left) and
PSPNet [20] (right). The first four rows show the raw images, ground truth, baselines’
predictions and our predictions. The last row is a visual comparison of correctly classi-
fied pixels. In white areas, both predictions are correct, in red areas, only the baseline
prediction is correct and in cyan colored areas, the proposed predictions are correct,
while the baseline prediction is erroneous.

640⇥ 480. The quantitative results are summarized in Tab. 4. We improve over
Deeplab-v2 and PSPNet for 0.9 pp and 0.5 pp, respectively. For most classes, we
obtain comparable performance. Particularly, in the classes of “Sign”, “Fence”
and “Bicyclist”, our method achieves clear improvements over Deeplab-v2 as
well as PSPNet. This shows the benefit of our learned dilation: State-of-the art
methods can be improved to recognize a range of classes better.

4 Conclusion

In this paper, we have presented learnable dilated convolutions, which is fully
compatible with existing architectures and adds only little overhead. We have ap-
plied our novel convolutional layer to learn channel-based dilation factors in the
semantic segmentation scenario. Thus, we were able to improve the performance
of Deeplab-LargeFOV, Deeplab-v2 and PSPNet for the semantic segmentation
of street scenes consistently across two datasets. We showed that our method is
able to obtain visually more convincing results, and improved quantitative per-
formance. Besides, a series of ablation studies shows that learning the dilation
parameter is helpful to design better semantic segmentation models in practice.
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Robustness & Security in Machine Learning:  
Towards Trustworthy AI

• Widespread deployment of ML 
‣ future industry is fueled by data  
‣ “standard” pipeline to train powerful ML models 

• Security of ML-models  
is multi-facetted: 
‣ robustness to input variation 
‣ preventing model “stealing” 
‣ …
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Overview

• Robustness and Security of Deep Models 
‣ Bright and Dark Side of Scene Context — NeurIPS'18, CVPR'19 
‣ Disentangling Adversarial Robustness and Generalization — CVPR'19 
‣ Reverse Engineering and Stealing Deep Models — ICLR'18, CVPR'19, ICLR'20
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Adversarial Scene Editing:  
Automatic Object Removal from Weak Supervision 

@ NeurIPS 2018


Not Using the Car to See the Sidewalk: Quantifying  and Controlling 
the Effects of Context in Classification and Segmentation 
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Motivation: The Bright and the Dark Side of Scene Context

• Current models heavily rely on scene context: 

‣ Original image with 
cars on the left side: 

‣ Same image  
without those cars:
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Question: How Dependent are Current Models on Scene Context?

• Here 
‣ we look at a particular aspect of context :  

co-occurring objects 

• Goals: 
‣ quantify context sensitivity of classification and   

segmentation using object removal [NeurIPS’18] 
‣ object removal based data augmentation  

for better performance
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Qualitative Results - COCO Dataset
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Automated Testing Framework

• Idea: 
‣ create multiple versions of the input image with 

one object removed in each 

• Removal approach: 
‣ use ground truth masks + in-painter trained for 

object removal 

• Each image presents new context in the 
“neighborhood” of the original test image.
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Example Result: 

• Here:  
‣ Object = Keyboard 
‣ Context = Monitors
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Effect of Data Augmentation on Robustness of  
Different Classes in Classification 

• Observations: 
‣ many well-performing classes are not 

robust to scene context changes 

• Example: 
‣ mouse AP = 0.84, violations = 90% 
‣ training with data augmentation reduces 

this (90% drops to 36%) 

• Improves performance on out of 
context dataset (Unrel)
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Take Home Message - Towards more Robust Models

• The bright and dark sides of scene context  
‣ scene context helps to achieve better performance - however current models are  

too dependent on scene context 

• Proposed new testing framework 
‣ automatically generate diverse set of scene context (via object removal) 
‣ reveals weakness of current models 

• Proposed new data augmentation framework 
‣ allows to overcome some of the context dependencies  

• More work required !
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Adversarial Examples
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Sacrifice Robustness for Accuracy?
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Hypothesis:
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Distinction Required Between… 

• “regular” adversarial examples  
‣ no constraints to be  

on or off the class manifold 

• “on-manifold” adversarial examples  
‣ adversarial example has to  

be a correct instance of the class 

• “invalid” adversarial examples 
‣ example is a “proper” instance of another class
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Data and Class Manifolds in the Following

• New synthetic dataset: 
FONTS: synthetic data generation with known class manifold 
‣ known manifold with perfect, deterministic generator 
‣ font and character are discrete; affine transformation continuous
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Adversarial Examples: 
Regular (Off-Manifold) Adversarial Examples
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Adversarial Examples: 
Regular (Off-Manifold) vs. On-Manifold

23



Bright and Dark Sides of Computer Vision and Machine Learning | Bernt Schiele

Regular (Off-Manifold) vs. On-Manifold
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Main Findings:

• “Regular” adversarial examples leave the manifold
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“Regular” Robustness and Generalization are NOT Contradicting
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Take Home Message - Adversarial Robustness vs. Generalization

• Adversarial robustness not well understood  
‣ distinction between “regular”, “on-manifold”,  

and “invalid” adversarial examples 
‣ currently very active area  

— not all work is great :) 

‣ “regular” adversarial examples  
leave the manifold (= “off-manifold”)  

‣ “regular” robustness and  
generalization are not contradicting 

- but sample efficiency is an issue 

‣ “on-manifold” adversarial examples exist 
- “on-manifold” robustness is generalization 
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Final Words…

• Embrace the “Bright and the Dark Side” 
‣ let’s better understand and control robustness & security (& privacy) 

• We need a lot more research in the area  
‣ keep knowledge in the public domain to build trust 

• Responsibility in education 
‣ educate students about both opportunities and potential dangers 
‣ distinguish between “what can be done” and “what should be done”
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